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ABSTRACTThe Army High Performance Computing Research Center at the University of Minnesotaand the Mathematics and Computer Science Division at Argonne National Laboratory arecollaborating on the development of the software package MINPACK-2. As part of theMINPACK-2 project we are developing a collection of signi�cant optimization problems toserve as test problems for the package. This report describes the problems in the preliminaryversion of this collection.



1 IntroductionThe Army High Performance Computing Research Center at the University of Minnesotaand the Mathematics and Computer Science Division at Argonne National Laboratory haveinitiated a collaboration for the development of the software package MINPACK-2. Aspart of the MINPACK-2 project, we are developing a collection of signi�cant optimizationproblems to serve as test problems for the package. This report describes some of theproblems in the preliminary version of this collection.Optimization software has often been developed without any speci�c application inmind. This generic approach has worked well in many cases, but as we seek the solutionof larger and more complex optimization problems on high-performance computers, thedevelopment of optimization software should take into account speci�c optimization prob-lems that arise in a wide range of applications. This observation was the motivation forthe main requirement for inclusion in this collection: each problem must come from a realapplication and be representative of other commonly encountered problems. Problems inthe preliminary version of the collection come from such diverse �elds as 
uid dynamics,medicine, combustion, nondestructive testing, chemical kinetics, lubrication, mathematics,and superconductivity.Our interest in high-performance computers was the reason for the second requirementfor inclusion in this collection: each application selected must lead to a large-scale opti-mization problem. Many of the problems in the preliminary version of the collection are�nite dimensional approximations to problems that are naturally expressed in an in�nitedimensional setting. Thus, the solution of these problems usually requires the solution ofan optimization problem with a large number of variables.We have also included in this collection small dimensional application problems withinteresting features. In particular, we have included di�cult problems that are of especialuse in testing the robustness of an optimization algorithm. Although such problems maynot be large-scale with respect to problem dimension, they can be computationally intensiveand di�cult to parallelize.The optimization problems in this collection are divided into three broad categories:systems of nonlinear equations, nonlinear least squares, and general minimization problems.Most of the problems in the preliminary version of the collection either are unconstrainedor have only upper and lower bounds on the variables. We are also interested in large-scaleoptimization problems with more general constraints, but our initial e�orts have focusedon bound constrained problems, in view of our current work in developing software to solvethese problems.The e�ort needed to develop a large-scale problem for this collection can be consid-erable. Inclusion of a problem in the collection requires code for the evaluation of thefunctions associated with the application, and veri�cation that the code actually represents1



the speci�ed application. Our experience in developing these problems has shown that theveri�cation process is important, because in several cases this process has unveiled errors inthe description of the application. We have tried to minimize the e�ort needed to includea problem in this collection by concentrating on generic applications that can be described(at least super�cially) in two pages.We also emphasize that we are developing code for the evaluation of the functions andthe associated derivatives in Fortran 77 to enhance portability. This is an important part ofour e�ort. There are several collections of interesting optimization problems, but in manycases software for these problems is either not available or is available in a restricted format.The primary purpose of this collection is to provide di�cult test cases for MINPACK-2.We are interested in examining the following issues:How robust is the software with respect to poor initial approximations?How does the software perform on badly scaled problems?How robust is the code with respect to noise in the user-supplied software?How does the software perform on large-scale problems?How does the software perform on diverse vector and parallel architectures?A complete discussion of these issues is not in the scope of this paper, but we mentionthat with these problems it is entirely appropriate to use computing time as a measureof e�ciency: the computational expense (as measured by the number of 
oating-pointoperations) of evaluating the functions in this collection is relatively small, roughly thesame order as the number of variables in the problem. For optimization software designedfor cases in which the expense of the user-supplied software is dominant, these same testproblems can be used to evaluate the software by using the number of calls to the user-supplied software as a measure of e�ciency.In the remainder of this paper we describe the problems in this collection. We havenot attempted to provide a detailed description of the applications. The emphasis of thispaper is on the mathematical formulation of the application as an optimization problem.We provide background information on the application; details that are not needed tounderstand the formulation of the application have been omitted. For example, we do notusually specify the standard starting point xs in the optimization problem. Our intentionis to provide these details at a later date. 2



2 Systems of Nonlinear EquationsThe solution to a system of nonlinear equations speci�ed by a mapping f : <n ! <n is avector x 2 <n such that f(x) = 0. Algorithms for systems of nonlinear equations usuallyapproach this problem by seeking a local minimizer to the problemminfkf(x)k : xl � x � xug;where xl and xu are bounds on the solution x, and k�k is some norm on <n. Most algorithmsuse the l2 norm. Interestingly enough, codes for systems of nonlinear equations do not tendto have provisions for handling bounds (or more general constraints) on the variables.2.1 Flow in a ChannelThe problem of 
uid injection through one side of a long vertical channel leads to theboundary value problem u0000 = R[u0u00 � uu000]; 0 � t � 1;u(0) = u0(0) = 0; u(1) = 1; u0(1) = 0;where u is the potential function, u0 is the tangential velocity of the 
uid, and R is theReynolds number. This problem is interesting because it is easy to solve for small Reynoldsnumbers but becomes increasingly di�cult to solve as R increases.This problem was formulated by Huang [12]. In our formulation we have followed Ascher,Mattheij, and Russell [2, p. 7].We solve this nonlinear boundary value problem by a k-stage collocation method. Con-sider the general boundary value problemu(m)(t) = F (t; u(t); u0(t); � � � ; u(m�1)(t)); t 2 (a; b);with m total boundary conditions given at t = a and t = b, and leta = t1 < t2 < � � �< tn0 < tn0+1 = bbe a partitioning of [a; b], with hi = ti+1 � ti. A k-stage collocation method is de�ned interms of k points 0 < �1 < �2 < � � �< �k < 1:We choose the collocation points �i as the roots of the Legendre polynomial of order k � m.This choice guarantees that superconvergence occurs at the mesh points ti. The k-stagecollocation method approximates the solution to the boundary value problem by a piecewisepolynomial u� , where u� is a polynomial of order m+ k in each subinterval [ti; ti+1]. Thus,3



u� is de�ned in terms of n0(m+ k) parameters. We specify these parameters by requiringthat u� 2 Cm�1[a; b], that u� satisfy the m given boundary conditions, and that u� satisfythe di�erential equation at the collocation points�ij = ti + hi�j ; 1 � i � n0; 1 � j � k:The piecewise polynomial approximation u� in the interval [ti; ti+1] is of the formmXj=1 (t� ti)j�1(j � 1)! vij + hmi kXj=1�j( t� tihi )wij; 1 � i � n0;where we choose the basis representation (Ascher, Mattheij, and Russell [2, pp. 247{249])�j(t) = tm+j�1(m+ j � 1)! ; 1 � j � k:A simple computation shows that in this representationvij = u(j�1)� (ti); 1 � i � n0; 1 � j � m;and that wij = hj�1i u(m+j�1)� (ti); 1 � i � n0; 1 � j � k:Thus, bounds on a derivative of u� at ti can be speci�ed by bounding vij or wij .We guarantee that u� 2 Cm�1[a; b] by enforcing continuity at the interior grid points.The continuity equations are thus given byu(l�1)� (t�i ) = u(l�1)� (t+i ); 1 � l � m; 1 < i � n0:The collocation equations are thenu(m)� (�ij) = F (�ij ; u�(�ij); u0�(�ij); : : : ; u(m�1)� (�ij)); 1 � j � k; 1 � i � n0:These equations, together with the m boundary conditions, lead to a system of n0(m+ k)equations in the n0(m+ k) unknowns vij and wij.We choose k = 4 and n0 = 40 in our numerical results. This choice leads to a system ofnonlinear equations with 320 variables. A plot of the computed tangential velocity u0 forseveral values of R appears in Figure 2.1; similar results were obtained by Ascher [1] withk = 5. Note, in particular, the steep gradient near t = 0 as R increases.The three plots in Figure 2.1 were generated by solving a sequence of �ve problems withR0 = 0, R1 = 102, R2 = 103, R3 = 12104, and R4 = 104. The problem with R0 = 0 is linear;its solution is used as the initial approximation to the problem for R1. The continuationprocess continues in this manner, with the initial approximation to the problem for Ri+1being the solution to the problem for Ri. The whole continuation process requires 26function evaluations. An interesting observation is that with the continuation process wewere able to obtain the solution for R = 104, but this solution was not obtainable if westarted from the solution for R = 0. 4
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ow of a viscous, incompressible, axisymmetric 
uid between two rotating,in�nite coaxial disks, located at t = 0 and t = 1, yields the boundary value problem�f 0000 + ff 000 + gg0 = 0; �g00 + fg0 + f 0g = 0; 0 � t � 1;f(0) = f 0(0) = f(1) = f 0(1) = 0; g(0) = 
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1where f 0 is radial velocity, g is angular velocity (
0 and 
1 are the angular velocities of thein�nite disks), and 0 � � � 1 is a viscosity parameter. This problem is interesting since itis easy to solve for � close to 1 but becomes increasingly di�cult to solve as � decreases. Inour formulation we have followed Parter [24]. (We note that there is a typographical errorin the formulation of Ascher, Mattheij, and Russell [2, p. 23]; in this reference the �rstequation is �f 0000 + f 000 + g0 = 0.)The swirling 
ow problem is described by a (coupled) system of boundary value prob-lems. Systems of this type can be solved by a natural extension of the k-stage collocationmethod discussed above. A k-stage collocation method approximates the solution to a sys-tem of p boundary value problems by a vector-valued function u� : [a; b]! <p, where thej-th component of u� is a polynomial of order mj+k in each subinterval [ti; ti+1], and mj isthe degree of the j-th boundary value problem. Thus u� is de�ned in terms of n0(pk+m0)parameters, where m0 is the sum of all the degrees. In many cases all the boundary valueproblems have the same degree (for example, in initial value problems), and then u� isde�ned in terms of n0p(k +m) parameters, where m is the common degree.5
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0 = �1 and 
1 = 1. For these values of
0 and 
1, McLeod and Parter [16] have shown that there is a solution to the swirling 
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An interesting aspect of this problem is that the system is unchanged if the variablesare permuted according to the(1; 2; 3; 4; 5; 6; 7; 8)! (2; 1; 4; 3; 6; 5; 8; 7)permutation. This implies that solutions appear in pairs. In all of these problems, we haveonly found one pair of solutions. If a unique solution is desired, the bound x1 � 0 can beimposed. There are no natural bounds associated with this problem, but the componentsof the solution lie in the interval [�20; 20].2.4 Combustion of PropaneThis chemical equilibrium problem describes the combustion of propane in air. Each un-known represents the number of moles of a given product formed for each mole of propane;ten products are considered in this reaction. The problem is of the formf1(x) = x1 + x4 � 3f2(x) = 2x1 + x2 + x4 + x7 + x8 + x9 + 2x10 � Rf3(x) = 2x2 + 2x5 + x6 + x7 � 8f4(x) = 2x3 + x9 � 4Rf5(x) = K5x2x4 � x1x5f6(x) = K6x1=22 x1=24 � x1=21 x6� px11�1=2f7(x) = K7x1=21 x1=22 � x1=24 x7� px11�1=2f8(x) = K8x1 � x4x8 � px11�f9(x) = K9x1x1=23 � x4x9 � px11�1=2f10(x) = K10x21 � x24x10� px11�f11(x) = x11 �P10j=1 xj ;with data K5; : : : ; K10, and parameters p and R. The parameter p is the pressure in at-mospheres and R expresses the relative amounts of air and fuel. In this problem n = 11,p = 40, and R = 10. In our formulation of this problem we have followed Meintjes andMorgan [17].This problem may be di�cult to solve because of the presence of square roots in thefunction components and the possibility of generating an iterate with a negative component.8



There are no di�culties in solving this problem from the standard starting point xs, butan unconstrained algorithm is likely to generate an iterate with a negative component fromthe starting point 10xs. The bounds xj � 0 can be used to solve this problem.2.5 Combustion of Propane { Reduced FormulationThis chemical equilibrium problem, like the preceding one, describes the combustion ofpropane in air. This formulation, however, uses the element variables of Meintjes andMorgan [17] to avoid the square roots in the function evaluations. The formulation of theproblem in terms of element variables also reduces the problem to a system of the formf1(x) = x1x2 + x1 � 3x5f2(x) = 2x1x2 + x1 + 2R10x22 + x2x23 + R7x2x3 + R9x2x4 +R8x2 �Rx5f3(x) = 2x2x23 + R7x2x3 + 2R5x23 +R6x3 � 8x5f4(x) = R9x2x4 + 2x24 � 4Rx5f5(x) = x1x2 + x1 +R10x22 + x2x23 +R7x2x3 +R9x2x4 + R8x2 +R5x23 +R6x3 + x24 � 1with data R5; : : : ; R10 which depends on the parameters p and R described previously. Inthis problem n = 5, p = 40, and R = 10. (We note that there is a typographical error inthe paper of Meintjes and Morgan [17]; the last term in the equation de�ning f4 should be�4Rx5 and not +4Rx5.)This system of equations has four solutions with real components for p = 40 and R = 10.There is only one solution with all positive components; this is the desired solution to thephysical problem.This problem is not di�cult to solve, but unless bounds are imposed, the physicalsolution may not be found. An unconstrained algorithm usually �nds the physical solutionfrom the standard starting point xs but tends to converges to non-physical solutions fromthe starting points 10xs and 100xs. The bounds xj � 0 can be used to obtain the physicalsolution.
9



3 Least Squares ProblemsSolutions to a nonlinear least squares problem subject to equality and inequality constraintsare local minimizers of the problemminfkf(x)k22 : cl � c(x) � cug;where f : <n ! <m de�nes the residuals of the least squares problem, c : <n ! <p isthe constraint function, and cl and cu are bounds. Equality constraints are obtained whencomponents of cl and cu have the same value. Problems in this section include bound-constrained problems where c(x) = x, and equality constrained problems where cl = cu.3.1 Isomerization of �-pinene { Direct FormulationThis problem requires the determination of the reaction coe�cients in the thermal isomer-ization of �-pinene. The linear kinetic model proposed for this problem is of the formy01 = �(�1 + �2)y1y02 = �1y1y03 = �2y1 � (�3 + �4)y3 + �5y5 (3.1)y04 = �3y3y05 = �4y3 � �5y5where �1; : : : ; �5 are the unknown coe�cients. Initial conditions for the di�erential equationare known. In this problem the relative concentrations of �-pinene and three by-productsare measured at eight time points, while the relative concentration of a fourth by-product isderived from the other concentrations. Thus, at a set of eight time points �1; : : : ; �8, vectorsof concentration measurements zj are given for y at �j , where y is the solution to the systemof di�erential equations which governs the reaction. The �-pinene problem is to minimize8Xj=1 ky(�j ; �)� zjk2; (3:2)where � is the vector with components �1; : : : ; �5 of unknown reaction coe�cients. Thisformulation of the �-pinene problem is based on the work of Box, Hunter, MacGregor, andErjavac [3].The �-pinene problem is a typical example of inverse problems involving di�erentialequations that arise in chemical kinetics. In the general case the reaction is governed by asystem of p di�erential equationsy0(t) = F (t; y(t); �); a � t � b;10



which depend on a vector � 2 <q of unknown parameters. Initial conditions for y 2 <pmay also be provided, and may also depend on �. In the �-pinene problem p = q and F isbilinear in � and y, but these conditions do not hold in general.We formulate the �-pinene problem as an unconstrained nonlinear least squares probleminvolving a numerical approximation u(t; �) to y(t; �) obtained from a fourth-order Runge-Kutta scheme over n0 time intervals. The optimization problem is then to determine aparameter vector � 2 <5 that solves the problemmin8<: 8Xj=1 ku(�j; �)� zjk2 : �i � 0; i = 1; : : : ; 59=; : (3.3)This is a nonlinear least squares problem with m = 40 equations and n = 5 variables. Theconstraints �i � 0 arise from physical considerations. For su�ciently large n0, we expectthat solutions to problem (3.3) will be close to a solution of problem (3.2).An approximation to the Jacobian matrix for this formulation of the �-pinene problemcan be obtained by solving a system of coupled ordinary di�erential equations consisting ofthe original �-pinene equations and 25 additional equations. The additional equations areobtained by di�erentiating each of the �-pinene equations (3.1) by �j for j = 1; : : : ; 5, andnoting that if wi;j(� ; �) � @�jyi(� ; �);then w0i;j(� ; �) = @�jy0i(� ; �):The approximation to the Jacobian matrix obtained by this method is more accurate thanan approximation based on di�erences of function values.In our numerical results we used a Runge-Kutta method with n0 = 80 time intervals.The solution of this version of the �-pinene problem is not di�cult to obtain from thestandard start �s, but becomes increasingly di�cult to solve from remote starting points.The approximation u(t; �) for the optimal �, shown in Figure 3.1, is an excellent �t to thedata.Numerical di�culties in solving this version of the �-pinene problem are mainly due tothe result that with �xed-steplength Runge-Kutta techniques and su�ciently large valuesof �, the approximation u(t; �) becomes unbounded as t increases. In contrast, the truesolution y(t; �) of the di�erential equations problem remains bounded for t � 0 for anynonnegative choice of �1; : : : ; �5. Hence, our test problem becomes di�cult to solve givenpoor initial estimates for �. We illustrate this remark by noting that while the initial residualnorm computed at the standard starting point was 7:03, the residual computed at 50 timesthis starting point was 7:22� 10110. Hence, this problem is quite challenging with respectto choice of initial estimates. 11
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k-stage collocation method is de�ned in terms of a partitiona = t1 < t2 < � � �< tn0 < tn0+1 = bof [a; b], and a set of k collocation points in each interval [ti; ti+1]. The collocation methodapproximates the solution of the system of di�erential equations by a vector-valued functionu� : [a; b] ! <p, where each component of u� is a polynomial of order k + 1 in eachsubinterval [ti; ti+1]. Thus u� is de�ned in terms of n0p(k+1) parameters. In the collocationformulation these parameters are determined by requiring that u� 2 C[a; b] and that u�satisfy the di�erential equation at the collocation points. In the usual case we are givenp initial values; these initial values together with the continuity and collocation equationslead to a system of n0p(k + 1) equations in the n0p(k + 1) parameters that de�ne u�.We now formulate the �-pinene problem as a minimization problem subject to equalityconstraints. Let x 2 <n be the vector that de�nes u�, with n = n0p(k + 1). We de�neu�(� ; x) � u�(�) to make explicit the dependence of u� on x. If we write the initial value,continuity, and collocation equations as constraints of the formc(x; �) = 0;where c : <n+q ! <n, then the optimization problem ismin8<: mXj=1 ku�(�j; x)� zjk2 : c(x; �) = 09=; :The l2 penalty approach to the solution of this problem leads to a least squares problem ofthe form min8<: mXj=1 ku�(�j ; x)� zjk2 + 12 nXi=1 �ici(x; �)29=; ;where �i > 0, while the augmented Lagrangian approach leads to a problem of the formmin8<: mXj=1 ku�(�j ; x)� zjk2 + 12 nXi=1 �i �ci(x; �) + �i�i �29=; ;where �i > 0 and �i 2 < is an estimate of the Lagrange multiplier for the constraint ci.Both approaches lead to least squares problem with mp+ n equations and n+ q variables.Recall that n = n0p(k+1) and that n0 is the number of subintervals, k+1 is the order of thepolynomials that de�ne u� in each subinterval, p is the number of di�erential equations inthe model, q is the number of components in the parameter vector �, andm is the number ofdata points. Note that n0 and k can be speci�ed, while the other parameters are dependenton the problem. Arbitrarily large-dimensional test problems can be generated by selectinglarger values of n0. 13
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Figure 3.3: Coating thickness standards model z1(�1; �2) for optimal x1; : : : ; x4At each of n0 isolated points on the surface, we have measurements yi for the coatingthickness, the relative abundance yi+n0 of lead to tin, and the surface coordinates (�1; �2)iat which the measurements were made. All four of these values are subject to error. Wemodel the thickness of the coating and the relative abundance of tin to lead using simplebilinear tensor-product functionsz1(�1; �2) = x1 + x2�1 + x3�2 + x4�1�2;z2(�1; �2) = x5 + x6�1 + x7�2 + x8�1�2:We seek values of the parameters x1; : : : ; x8, and small perturbations x9; : : : ; x8+2n0 to themeasured coordinates (�1; �2)i which �t the data in a least squares sense. This formulationleads to a least squares problem with residuals of the formfi(x) = z1(�1;i + x8+i ; �2;i + x8+i+n0 )� yi; 1 � i � n0;fi+n0 (x) = z2(�1;i + x8+i ; �2;i + x8+i+n0 )� yi+n0 ; 1 � i � n0;and fi+2n0 (x) = wi x8+i; 1 � i � 2n0;where yi and �1;i, �2;i are the measured data and wi is a set of weights. These residualsde�ne a least squares problem with n = 8 + 2n0 variables and m = 4n0 equations. In thedata supplied by Susannah Shiller of the National Institute of Standards and Technology,n0 = 63, so that n = 134 and m = 252. 15
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3.8 Chebyshev QuadratureThe Chebyshev problem arises from the determination of the nodes of a quadrature formulawith equal weights. The problem is of the formfi(x) = 1n nXj=1Ti(xj)� Z 10 Ti(�) d�;where Ti is the i-th Chebyshev polynomial shifted to the interval [0; 1]. In this problem anym � n is allowed, but in the discussion below it is assumed that m = n. This problem wasformulated by Fletcher [8].The Chebyshev problem has a zero residual solution for 1 � n � 7 and for n = 9.Note that the solution is not unique because any permutation of the variables also yields asolution. Thus, there are n! distinct zero residual solutions. Such a zero residual solution canbe obtained without di�culty from the standard starting point, but the problem becomesdi�cult to solve from the starting point 10xs unless bounds are imposed. Since the nodesare required to be in the interval [0; 1], the bounds 0 � xj � 1 for 1 � j � n are natural.There seems to be a unique minimum of the least squares problem for n = 8 and n = 11.They are given by kf(x�)k = 0:5930324� 10�1; n = 8;kf(x�)k = 0:5291277� 10�1; n = 11:We have found two local minima for n = 10. They are given bykf(x�)k = 0:6908483� 10�1; kf(x�)k = 0:8064710� 10�1:If an algorithm is started from the standard starting point, it will usually converge to thesecond minimum given above. There are multiple local minima for n > 11.
20



4 Minimization ProblemsThe problem of minimizing a function f : <n ! < subject to equality and inequalityconstraints can be expressed in the formminff(x) : cl � c(x) � cug;where c : <n ! <p is the constraint function, and cl and cu are bounds. Equality constraintsare obtained when components of cl and cu have the same value. Many of the problems inthis section are bound-constrained problems; in this case c(x) = x.4.1 Elastic-Plastic TorsionThe elastic plastic torsion problem arises from the determination of the stress �eld on anin�nitely long cylindrical bar. The in�nite-dimensional version of this problem is of theform minfq(v) : v 2 Kg;where q : K ! < is the quadraticq(v) = 12 ZD krv(x)k2dx� c ZD v(x) dxfor some constant c, and D is a bounded domain with smooth boundary. The convex setK is de�ned by K = fv 2 H10(D) : jv(x)j � dist(x; @D); x 2 Dg;where dist(�; @D) is the distance function to the boundary of D, and H10(D) is the Hilbertspace of all functions with compact support in D such that v and krvk2 belong to L2(D).This formulation and the physical interpretation of the torsion problem are discussed, forexample, in Glowinski [10, pp. 41{55].A �nite element approximation to the torsion problem is obtained by triangulating Dand replacing the minimization of q over H10(D) by the minimization of q over the set ofpiecewise linear functions that satisfy the constraints speci�ed by K. The �nite elementapproximation thus gives rise to a �nite-dimensional minimization problem whose variablesare the values of the piecewise linear function at the vertices of the triangulation.We develop a �nite element approximation to a minimization problem with a quadraticq of the general formq(v) = 12 ZD wq(x)krv(x)k2dx� ZD wl(x)v(x) dx; (4:1)where wq : D ! < and wl : D ! < are functions de�ned on the rectangle D. In the torsionproblem wq � 1 and wl � c. 21



Let D = (�1;l; �1;u)�(�2;l; �2;u) be a rectangle in <2. Vertices zi;j 2 <2 for a triangulationof D are obtained by choosing grid spacings hx and hy and de�ning grid pointszi;j = (�1;l + ihx; �2;l + jhy); 0 � i � nx + 1; 0 � j � ny + 1;such that znx+1;ny+1 = (�1;u; �2;u). The triangulation consists of triangular elements TLwith vertices at zi;j ; zi+1;j , and zi;j+1 and triangular elements TU with vertices at zi;j ; zi�1;j ,and zi;j�1.A �nite element approximation to the torsion problem is obtained by minimizing q overthe space of piecewise linear functions v with values vi;j at zi;j . The approximation to theintegral ZD wq(x)krv(x)k2dxover the element TL is the quadratic qLi;j , whereqLi;j(v) = �i;j 8<:�vi+1;j � vi;jhx �2 +  vi;j+1 � vi;jhy !29=; ;�i;j = hxhy6 fwq(zi;j) + wq(zi+1;j) + wq(zi;j+1)g :Similarly, the approximation over the element TU is the quadratic qUi;j , whereqUi;j(v) = �i;j8<:�vi�1;j � vi;jhx �2 +  vi;j�1 � vi;jhy !29=; ;�i;j = hxhy6 fwq(zi;j) + wq(zi�1;j) + wq(zi;j�1)g :These calculations show that the �nite element approximation to the quadratic (4.1) leadsto a quadratic programming problem of the formminfq(v) : v 2 
g; (4:2)where q is the quadraticq(v) = 12X�qLi;j(v) + qUi;j(v)�� hxhyXwl(zi;j)vi;j : (4:3)Note that in this formulation the quadratic qLi;j is de�ned only when 0 � i � nx and0 � j � ny , while qUi;j is de�ned when 1 � i � nx + 1 and 1 � j � ny + 1. Also note thatfor the torsion problem wq � 1 and wl � c and that the feasible set 
 is
 = fv 2 <nxny : jvi;jj � di;jg;where di;j is the value of dist(�; @D) at zi;j . 22



Figure 4.1: Torsion problem with c = 5A plot of the solution to the �nite-dimensional approximation to the torsion problemwith D = (0; 1)� (0; 1) and c = 5 appears in Figure 4.1. In general, the problem becomeseasier to solve as c increases because then the linear term in q dominates. Numerical resultsfor the elastic-plastic torsion problem are presented, for example, by O'Leary and Yang [22],Elliott and Ockendon [7, pp. 124{125], and Mor�e and Toraldo [19].4.2 Pressure Distribution in a Journal BearingThe journal bearing problem arises in the determination of the pressure distribution in athin �lm of lubricant between two circular cylinders. The in�nite-dimensional version ofthis problem is of the form minfq(v) : v 2 Kg;where q : K ! < is the quadratic (4.1) withwq(�1; �2) = (1 + � cos �1)3; wl(�1; �2) = � sin �1for some constant � in (0; 1), and D = (0; 2�)� (0; 2b) for some constant b > 0. The convexset K is de�ned by K = fv 2 H10(D) : v � 0 on Dg:In the formulation of Cimatti [4], all functions in K were required to be periodic in the �rstargument with period 2�; in our formulation we have neglected the periodicity conditions.A �nite element approximation to the journal bearing problem is obtained as in thetorsion problem. The result is a quadratic programming problem of the form (4.2), where q23



Figure 4.2: Journal bearing problem with b = 10 and � = 0:1is the quadratic de�ned by (4.3). For the journal bearing problem wq(�1; �2) = (1+� cos �1)3and wl(�1; �2) = � sin �1, and the feasible set 
 is
 = fv 2 <nxny : vi;j � 0g:A plot of the solution to the �nite-dimensional approximation to the journal bearingproblem with b = 10 and � = 0:1 appears in Figure 4.2. This problem is harder to solvethan the elastic-plastic torsion problem unless the problem is scaled so that the diagonalelements in the matrix that represents q are unity. Numerical results for the journal bearingproblem are presented, for example, by Lin and Cryer [14], Cimatti and Menchi [5], andMor�e and Toraldo [19].4.3 Minimal SurfacesThe determination of the surface with minimal area and given boundary values in a convexdomain D is an in�nite-dimensional optimization problem of the formminff(v) : v 2 Kg;where f : K ! < is the functionalf(v) = ZD �1 + krv(x)k2�1=2 dx;and the set K is de�ned byK = nv 2 H1(D) : v(x) = vD(x) for x 2 @Do24



Figure 4.3: Enneper's minimal surfacefor some boundary data function vD : @D ! <. The boundary function vD uniquely de�nesthe solution to the minimal surface problem.An interesting minimal surface discovered by A. Enneper is obtained by de�ning vD onD = (�12 ; 12)� (�12 ; 12) by vD(�1; �2) = u2 � v2;where u and v are the unique solutions to the equations�1 = u+ uv2 � 13u3; �2 = �v � u2v + 13v3:For more information on this minimal surface, see Nitsche [21, pp. 80{85]. A plot of thisminimal surface appears in Figure 4.3.A �nite element approximation to the minimal surface problem is obtained by minimiz-ing f over the space of piecewise linear functions v with values vi;j at zi;j , where zi;j 2 <2are the vertices of a triangulation of D with grid spacings hx and hy . The values vi;j areobtained by solving the minimization problemminfX�fLi;j(v) + fUi;j(v)� : v 2 <ng;where the functions fLi;j and fUi;j are de�ned byfLi;j(v) = hxhy2 8<:1 + �vi+1;j � vi;jhx �2 +  vi;j+1 � vi;jhy !29=;1=225



Figure 4.4: Norm krvk for the stress �eld v in a design with composite materialsfUi;j(v) = hxhy2 8<:1 + �vi�1;j � vi;jhx �2 +  vi;j�1 � vi;jhy !29=;1=2 :Note that in this formulation fLi;j is de�ned only when 0 � i � nx and 0 � j � ny , whilefUi;j is de�ned when 1 � i � nx + 1 and 1 � j � ny + 1.4.4 Optimal Design with Composite MaterialsThis optimal design problem requires determining the placement of two elastic materialsin the cross-section of a rod with maximal torsional rigidity. Our formulation follows theapproach of Goodman, Kohn, and Reyna [11].Let D in <2 be a bounded domain, and let w < jDj, where jDj denotes the area of D.The solution of the optimal design problem is a subset 
 of D that solves the problemminfF(v;
) : v 2 H10(D); j
j = wgwhere F(v;
) = ZD n12�(x)krv(x)k2+ v(x)o dx;and �(x) = �1; x 2 
; �(x) = �2; x =2 
:The reciprocals of the constants �1 and �2 are the shear moduli of the elastic materials inthe rod. We assume that �1 < �2. 26
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Figure 4.6: Region of homogenization in a design with composite materials ( n = 104 )where �(�) is the minimum value of f�. Goodman, Kohn, and Reyna [11] describe how thesolution of the maximization problem de�ned by � can be used to generate a minimizingsequence for the optimal design problem.In the sequel we consider only the problem of minimizing f� for a �xed value of �. A�nite element approximation to this problem is obtained by minimizing f� over the spaceof piecewise linear functions v with values vi;j at zi;j , where zi;j 2 <2 are the vertices of atriangulation of D with grid spacings hx and hy . The values vi;j are obtained by solvingthe minimization problemminfX�fLi;j(v) + fUi;j(v) + vi;j� : v 2 <ng;where the functions fLi;j and fUi;j are de�ned byfLi;j(v) = hxhy2  � �d+i;j(v)� ; fUi;j(v) = hxhy2  � �d�i;j(v)�with d�i;j(v) = 8<:�vi�1;j � vi;jhx �2 +  vi;j�1 � vi;jhy !29=;1=2Note that in this formulation fLi;j is de�ned only when 0 � i � nx and 0 � j � ny , whilefUi;j is de�ned when 1 � i � nx + 1 and 1 � j � ny + 1.In our numerical results we used �1 = 1 and �2 = 2, so that t21 = �. A plot of the normkrvk of the gradient of the stress �eld v with D = (0; 1)� (0; 1) and t21 = 0:008 appears28
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Figure 4.7: Region of homogenization in a design with composite materials ( n = 4� 104 )in Figure 4.4. Figure 4.5 is the contour plot for this surface. In both �gures we have usednx = ny = 100 so that n = 104.Figures 4.4 and 4.5 show that krvk is changing slowly in the center of D, wherekrv(x)k � t1. On the other hand, the gradient changes quite rapidly in the region wheret1 � krv(x)k � t2. We are not even guaranteed a continuous gradient rv in this region.Thus, approximation by piecewise linear elements seems to be fully justi�ed in this problem.The rod has the material with greater shear modulus 1=�1 where the shear krv(x)k > t2,and the weaker material where krv(x)k < t1. Figure 4.4 shows that in the optimal design,the weaker material is placed in the center and corners of the rod.The region where t1 � krv(x)k � t2 is the homogenized region. The geometry andplacement of the region of homogenization are of interest in the optimal design. It isknown, for example, that in general the boundary of this region is not smooth. The plotsof this region in Figures 4.6 and 4.7 indicate the unusual nature of this region.The contour plot in Figure 4.5 and the plots of the region of homogenization in Figures4.6 and 4.7 are similar to those obtained by Goodman, Kohn, and Reyna [11]. Note,however, that in these plots we used t21 = 0:008, while Goodman, Kohn, and Reyna [11] usedt21 = 0:002. Another di�erence is that the homogenized region in these plots is connected,while this is not the case in the results of Goodman, Kohn, and Reyna [11].29



4.5 Inhomogeneous SuperconductorsThis problem arises in the solution of the Ginzburg-Landau equations for inhomogeneoussuperconductors in the absence of a magnetic �eld. The one-dimensional system underconsideration consists of alternating layers of lead and tin. Our formulation is based on thework of Garner and Benedek [9].The optimization problem is to minimize the Gibbs free energy as a function of thetemperature. The in�nite-dimensional version of this problem is of the formminff(v) : v(�d) = v(d); v 2 C1[�d; d]g;where 2d is the width of the material, and f is the Gibbs free energy function. In thisproblem f(v) = 12d Z d�d ��(�)jv(�)j2+ 12�(�)jv(�)j4+ �h4m jv0(�)j2� d�;the functions � and � are piecewise constant for a �xed value of the temperature, �h isPlanck's constant, and m is the mass of the electron.The functions � and � are constant in the intervals that correspond to the lead and thetin. Since in this problem the lead in the material corresponds to the interval [�ds; ds] andtin in the remaining part of the interval [�d; d], the function � is de�ned by�(�) = 8>>>><>>>>: �N ; �d � � � �dS�S ; �dS < � � dS :�N ; dS < � � dSimilarly, the function � is de�ned by�(�) = 8>>>><>>>>: �N ; �d � � � �dS�S ; �dS < � � dS :�N ; dS < � � dThe constants �S and �N are negative, but �S and �N are positive.A �nite element approximation to the superconductivity problem is obtained by mini-mizing f over the space of piecewise linear functions v with values vi at ti, where�d = t1 < t2 < : : : < tn < tn+1 = d:We assume that there are indices n1 and n2 such that tn1 = �dS and tn2 = dS , where1 < n1 < n2 < n. This guarantees that the ti do not straddle a point of discontinuity ofthe functions � and �. The values vi are obtained by solving the minimization problemminf 12d nXi=1 fi(v) : v 2 <ng;30
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